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Abstract. Recent results have suggested that the operational units of visual short-term memory
(VSTM) are whole objects, rather than features or the total amount of information to be remem-
bered. Here, for the first time, the influence of surface assignment on object formation for
VSTM was investigated. The observers had to memorize the features of four briefly presented
(300 ms) two-part objects, followed by a mask and a cue indicating which object to report on.
The experiments contrasted whether there were any apparent depth differences between the two
parts of each object, and whether observers had to report on only one or both features of the
post-cued target object. Depth differences induced with stereoscopic disparity, and with a pictorial
depth cue (simple interposition of object features), interfered strongly with performance when
both features of an object needed to be memorized, but aided performance when only a single
feature needed to be remembered. Furthermore, there was considerable within-feature interfer-
ence consistent with some previous findings, but contradicting others. The potential implications
for conceptions of VSTM are discussed in the light of two hypothesized stages: an early feature-
based stage, as well as a higher-level object-based stage where the depth manipulations exert
their effects. The results argue for a strong modulatory influence of surface assignment on object
formation for a VSTM task.

1 Introduction

If a visual representation of a stimulus is to be retained after it is no longer visible, some
form of visual memory is required. Many lines of evidence suggest that we do indeed
have a specialized short-term memory system for retaining visual stimuli for short
periods of time, used for example in imagery tasks like mental rotation (Baddeley
1986; Baddeley and Lieberman 1980; Phillips 1974, 1983). This system is distinct from
iconic storage (Sperling 1960), in that it survives masking, as well as interference
from secondary tasks (Phillips 1974), and in that it leaves a trace for at least several
seconds (Phillips and Baddeley 1971; Tanaka and Sagi 1998) while also having severe
capacity limitations.

How is information in visual short-term memory (VSTM) organized? If, for exam-
ple, a red cross is presented and is to be retained in memory, do we remember the color
and the form as separate entities, or do we retain the red cross as a unitary object?
Intuitively, many would adhere to the latter view. In an influential study, Luck and
Vogel (1997) provided evidence for the view that the fundamental units of VSTM are
indeed unified objects, even when we only need to retain the stimuli in memory for
less than a second (see also Lee and Chun 2001; Vogel et al 2001).

Luck and Vogel presented two arrays of colored bars of a certain orientation for
100 ms each with a 900 ms blank screen interval between the two. On 50% of the trials
there was a change in one of the objects from the first array to the next, whereas on
the other 50% of trials the two arrays were identical. Observers indicated whether
they thought there had been a change in the display between the two arrays or not.
Luck and Vogel found that there was no difference in change-detection accuracy
when observers had to retain both features of the objects in the array in memory
(when there could be a change in either the color and the orientation of the bars) or
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just one of the features (when there could be a change in only one of the features
within each block of trials, the color or the orientation). Thus they argued that sixteen
features on 4 objects could be remembered just as well as only four features on the
same 4 objects. Supporting this object-based account of VSTM, Lee and Chun (2001)
showed that the number of spatial locations to be monitored in a change-detection
task did not affect VSTM performance, whereas the number of objects clearly did.
Luck and Vogel (1997; see also Vogel et al 2001) also presented evidence indicating that
objects containing two different colors could be retained just as well as objects con-
taining one color. Thus there was seemingly no within-feature nor between-features
interference for objects in VSTM.

This result accorded rather well with the popular view that visual attention operates
on unified objects rather than the individual features in each case. Irwin (1992; see also
Irwin and Andrews 1996) reached a similar conclusion regarding the nature of mem-
ory for visual stimuli over saccadic eye movements. Such object-based, ‘transsaccadic’
memory has, according to Irwin, a capacity of about three to four items, a number
similar to that suggested as the capacity of VSTM by Luck and Vogel (1997). Further-
more, in Allport (1971), participants were asked to report the color, the shape, or both
features of three items presented on a screen. Reports of both color and shape were
essentially as good as reports of color or shape alone which is broadly consistent with
the results of Luck and Vogel (see also Wing and Allport 1972).

If objects are indeed the fundamental units of VSTM, this opens up the question
of how these objects are formed. How does the visual system decide what shall be
considered an object? Is object formation prioritized in visual processing? How early in
the perceptual process does object formation take place? A popular view is that objects
are bound together through the operation of visual attention (Irwin and Andrews 1996;
Kahneman et al 1992; Treisman and Gelade 1980; Wolfe et al 1989). Under this scheme
visual attention binds individual features together.

Wheeler and Treisman (2002; see also Magnussen et al 1991, 1996, for a related view)
have argued for a somewhat different view of VSTM than the one proposed by Luck and
Vogel (1997), incorporating the proposed role of visual attention in object formation.
They argued that objects are not by necessity the fundamental units of VSTM. Their
claim is that object formation is an effortful process and visual attention is needed to
bind objects together (from elementary features) and visual attention is also needed
to maintain those representations over time. Under this scheme, object-based process-
ing is beneficial, but comes at a cost and requires effort. This view also entails that,
should attentional resources be engaged in a different task, bound objects should fall
apart into their constituent features at the same time (see eg Woodman and Luck
2004). Wheeler and Treisman also claimed that features from different dimensions can
be stored in parallel, but there is a finite capacity for any given feature dimension.
This view leads to the prediction that there should be considerably more within-feature
interference than between-features interference on VSTM tasks (see also Xu 2002a,
2002b), contrary to the claims of Luck and Vogel (1997). So, for example, observers
should find it harder to remember two colors within the same object than if the two
features to be remembered came from different dimensions (such as shape and color).

This was indeed what the experiments of Wheeler and Treisman (2002) revealed,
but note that this result is in direct contrast with Luck and Vogel’s results described
above, where they found no cost difference in having to retain an object that had two
colors in memory or an object with two features from different dimensions. Part of
the research described in this paper has some bearing on this issue (experiment 3,
in particular). Olsson and Jiang (2002) have also argued for a ‘weak’ form of the
object hypothesis, arguing that within-feature capacity is much less for a given object
than the between-features capacity, but also arguing that object formation aids VSTM
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performance, other things being equal, which is indeed consistent with the proposal
of Wheeler and Treisman (2002; see also Xu 2002b).

A third alternative formulation of VSTM was proposed by Alvarez and Cavanagh
(2004). They presented evidence that retention in VSTM can most harmoniously be
accounted for by appealing to limits in the total amount of information that can
be stored, not only by the number of objects. They found that the capacity of VSTM
could be anything from less than 2 objects to 4 to 5 objects, dictated by the nature of
the stimuli in each case, which argues against the popular idea that VSTM has a fixed
capacity of around 4 items (see, eg, Vogel et al 2001), although they did acknowledge
that there seemed to be an upper limit of VSTM capacity of 4 to 5 items as Irwin
(1992), and Luck and Vogel (1997) had proposed, but also that this capacity could be
lower for relatively complex objects.

1.1 A stage of surface analysis

Nakayama and colleagues (1995; see also Driver and Baylis 1995), have suggested that
surface analysis is a critical aspect of the perceptual process. Surface assignment can,
for example, have dramatic effects on visual-search performance (He and Nakayama
1992; see also He and Nakayama 1995), which suggests that attention operates at a
level following surface assignment, a stage perhaps akin to what Marr (1982) called the
2! dimensional sketch.) Furthermore, surface assignment can determine correspon-
dence strength between different features of an ambiguous apparent-motion display
(He and Nakayama 1994). There is also persuasive evidence, from studies of neurolog-
ical patients with attentional deficits, that surface assignment is intact, at least to a
considerable extent, in such patients (Driver et al 1992; Mattingley et al 1997; see Driver
and Vuilleumier 2001 for a thorough discussion), again suggesting that surface analysis
precedes the operation of attention.

If attention binds features to assemble objects, the object-formation process should
follow surface assignment, since attentional effects appear mostly to follow surface
analysis as was mentioned above (Driver and Baylis 1995; Driver and Vuilleumier
2001; He and Nakayama 1992; Nakayama et al 1995). Related to this, Xu (2002c;
see also Xu and Nakayama 2003) reported results testing VSTM for objects on differ-
ent surface planes induced by stereoscopic disparity. Xu found that when observers
had to pay attention to only one depth plane at a time, performance was better than
when they had to attend to both surfaces, even though the number and type of
objects in the display were the same in each case. This result suggests that surface
assignment can have a critical effect on performance in a VSTM task. The aim in the
present paper is to address another aspect of surface assignment—the process of object
formation.

The three experiments presented here were designed to investigate how the object-
formation process is influenced by apparent depth differences. The main question that
I wanted to answer is how the object-formation process is influenced by induced depth
differences between parts of an object (see eg Hoffman and Singh 1997) when a VSTM
task is used. The results of Xu (2002a, 2002b) have shown that there are indeed
important constraints on what can count as an object for VSTM; features are better
integrated in VSTM if they belong to the same parts of objects. The question here is
whether depth differences between parts of objects can have similar crucial effects for
VSTM tasks.

Note also that the current study presents, if not a methodological improvement, at
least an alternative to the common change-detection technique used in most of the

(MThis conception does, of course, not deny that attentional effects upon early visual areas can
occur, but simply that, functionally, many higher level effects such as visual pop-out and apparent
motion seem to occur after surface assignment has taken place (see eg Nakayama et al 1995).
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studies cited above (Alvarez and Cavanagh 2004; Lee and Chun 2001; Luck and Vogel
1997; Olson and Jiang 2002; Vogel et al 2001; Wheeler and Treisman 2002; Xu 2002a,
2002b), in that here observers are presented with 4 potential® objects that contain 2
features and a post-cue indicates which of them to report on. The post-cue coincides
exactly in time with the presentation of a mask. The recollection of those objects is
compared across two conditions: where only one of the features of an object must be
retained and when both features must be retained. In other words, this is a very direct
test of VSTM performance, perhaps more direct than the change-detection task used in
most of the current literature, since it is unproven whether the best strategy to perform
well in those tasks is to retain a visual representation of the stimuli in memory or simply
to detect changes between two views of a particular scene.®®

2 Experiment 1: Color and position

The main task of the observers in experiment 1 was to remember either single features
(the position of a gray disk relative to a square or the color of that square) of potential
objects (see footnote 2) that were presented for 300 ms or to remember both features
of those objects, in different blocks of trials. The stimuli were immediately followed by
a mask, and a post-cue that indicated which of the 4 items the observers should report
on (see figure 1a). Judging by the results of Vogel et al (in press), 300 ms is a sufficiently
long time for consolidation in VSTM. There were three different depth conditions.
In the ‘no-interposition/zero-disparity’ condition, the potential objects appeared unified
with no depth induced between the two parts of the object (see figure 1b). In the ‘inter-
position/zero-disparity’ condition there was zero disparity between the two parts of the
objects (the square and the disk), but one was placed in front of the other, so the objects
were separated only by a pictorial depth cue (interposition, see figure 1b). In the ‘inter-
position and disparity’ condition binocular disparity was manipulated so that the two
parts of the potential object were separated in depth such that the square seemed to hover
in depth in front of the disk (see figure 1b).

There were three different memory conditions: report color only within a block;
report position only within a block; and report either color or position within the same
block of trials (in this case observers did not know whether to report the color or
position until the post-cue appeared along with the mask, after the presentation of the
objects to be remembered). In the condition where both features were to be remem-
bered, observers were strongly encouraged to try to remember the two parts of each
object as unified objects. It is for this reason that the two-part stimuli are referred to
as ‘potential objects’; observers were encouraged to attempt to construct objects of the
two parts (see footnote 2).

2.1 Method

2.1.1 Stimuli and procedure. The stimuli were presented on a 75 Hz CRT screen con-
trolled by a G3 Macintosh computer. The VisionShell programming library for the
C programming language was used for stimulus generation (http://www.visionshell.com).
Two versions of the 4 potential objects to be remembered were presented on the screen,
but they were then optically stereoscopically fused with a Wheatstone-type stereoscope
consisting of a mirror prism and a mirror (one set for each eye) that projected one
fused version of the stimuli to each eye, thus inducing the binocular disparity. Because

@ The term ‘potential’ object is used here since observers were asked to try to construct coherent
objects out of the two parts that were presented. It is thus not assumed beforehand that observers
were actually successful in forming objects out of the parts. From here on in when ‘objects’ are
referred to in the context of the present experiments it is, in this sense, as potential objects.

® Note that the current study is by no means the only study to study VSTM with the use of a
post-cue paradigm; my point is simply that in the recent literature the change-detection paradigm
has almost exclusively been used.
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Figure 1. The design of the experiments in this paper. (a) Sequence of events in the experiments.
Each trial started with the presentation of a fixation cross at the center of the screen, followed
by the presentation of the four stimuli to be remembered (for 300 ms), followed by the masking
stimuli and the post-cue indicating which of the four items to report on, and what feature of
that item. (b) The three types of objects used in experiment 1 (see sections 2.1.1 and 3.1 for
details on the type of stimuli used in those experiments). Note that the stimuli are not drawn to
the scale used in the experiments (see the section listed above for details).

D Mid-gray

of this, observers effectively saw only 4 objects even though 8 objects were actually
present on the screen. Each of the 4 objects could be one of the three types shown in
figure 1b, and there was always at least one stimulus from each of the three depth
conditions on each trial. In the ‘interposition and disparity’ condition the binocular
disparity between each eye’s view of the square in front was 18.8 min of arc, which
made the square appear to ‘float’ in front of the disk. The viewing distance was 40 cm
so the length on one side of the square was 2 deg and the radius of the disk was 1 deg.

There were three report conditions: observers were asked to remember the color
of the square only, the position of the gray disk (top-left, top-right, bottom-left, or
bottom-right relative to the square) only, or were required to remember both features
of each object, and were encouraged to try to retain these features in memory as objects.
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The observers were always told beforehand whether a ‘both-features’ or a ‘single-feature’
block of trials was coming up. A post-cue indicated which of the 4 objects to report
on, and which feature. If the post-cue was a pink square, observers were to report the
color of the square, while a gray circle indicated that the position of the gray disk
was to be reported. On ‘single-feature’ blocks the cues always prompted a response on
only one of the features, while on ‘both-features’ blocks it was determined randomly
from trial to trial which feature observers were to report on. So on the single-feature
trials observers only had to be concerned with reporting one of the features, and
could ignore the other, while on ‘both-features’ blocks observers had to remember both
features. The observers responded with a key-press on the numeric keypad on the right
of a standard computer keyboard. If the observers had to report on the position of
the circle, the appropriate response keys were 1 (disk at bottom-left), 3 (disk at bottom-
right), 7 (disk at top-left), and 9 (disk at top-right). If they had to report the color of the
square, the appropriate keys were 2 (green), 4 (yellow), 6 (blue), and 8 (red). Appropriately
colored tape was placed on the response keys to distinguish the correct color response
keys.

The squares were of one of four colors: yellow (124.2 ¢d m™"; CIE coordinates:
x =0.416, y = 0.495), red (43.6 cd m™%; CIE coordinates: x = 0.604, y = 0.338), green
(52.8 cd m?; CIE coordinates: x = 0.286, y = 0.592), or blue (25.8 cd m *; CIE coordi-
nates: x = 0.147, y = 0.112). The disks were always gray (67.4 cd m *; CIE coordinates:
x = 0.306, y = 0.334). The stimuli were presented on a black (0.5 cd m™) background.
A multicolor mask immediately followed the 300 ms presentation of the stimuli. The
mask consisted of four squares of random dots (dot size = 12 min of arc) presented at
the locations of the objects, covering the whole area where each object had appeared
(see figure 1a). The colors of the dots were randomly determined for each dot, and the
colors were picked from the same set of colors as those of the squares of the objects.
The mask and post-cue stayed visible until the observer had responded with a key-press.
A sound signal indicated whether the response was correct or not. The viewing distance
was 40 cm. On any given trial, the position of the display items around the circle was
random, with the constraint that each of the objects was 90 deg away from the others
so that all were equidistant from each other. A light-gray fixation cross was present
throughout, which helped ensure that proper binocular fusion was maintained and no
extra time was needed for fusion before the next trial, after the stimuli were presented.

2

2.1.2 Observers. The six naive observers in the first experiment all had normal color
vision and normal or corrected-to-normal visual acuity. They also underwent a test for
stereoscopic acuity and all had maximum stereoacuity as measured by the test. Each
of the observers participated in 800 trials; 2 blocks of 100 trials where only the posi-
tion of the disk needed to be remembered; 2 blocks of 100 trials where only the color
of the square had to be remembered; and 4 blocks of 100 trials where both the color of
the square and the position of the disk needed to be remembered. The 8 blocks were
run in counterbalanced order between the subjects. The observers also underwent 100
to 200 practice trials until they were confident how to perform the task, and about
the correct key-response mapping.

2.2 Results and discussion

The average percentage of correct scores from experiment 1 is presented in figure 2. The
first thing to note is that there is a large detrimental effect of depth differences when
both features must be remembered for both the position and the color task (the two
sets of three bars on the right). Furthermore, interposition and disparity seem to affect
performance separately, since performance is worst with both interposition and dis-
parity. It is, however, also possible that the disparity-induced depth accounts for all the
differences between the ‘no-interposition/zero-disparity’ condition and the ‘interposition
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Figure 2. The results of experiment 1: the mean percent-correct scores for the six observers for
each condition of the experiment—whether observers had to remember only one, or both features
of each object, color of square or position of disk, and what the depth/disparity condition was
on each trial (the different brightness levels of the bars). The error bars show the standard error
of the mean.

and disparity’ condition. No attempt is made here, however, to unconfound the two.
When only one feature must be remembered, however, the depth differences seem not
to have much effect on performance at all (the two sets of three bars on the left). There
is also a large effect of whether one or two features of an object must be remembered,
and note that the difference between the ‘respond both features’ and ‘respond one
feature’ conditions cannot be accounted for by the effects of interposition or disparity,
since performance is worse in the ‘no-interposition/zero-disparity’ condition when both
features must be retained than when only one feature must be retained.

A 2 (report on both color of square and position of disk or only one or the other
within a block) by 3 (the three depth conditions) repeated-measures ANOVA (thus
with individual differences used as the error term) revealed a significant main effect
of report condition (£ 5 = 246.10, p < 0.001) as well as a significant main effect of
depth condition (£, , = 11.90, p = 0.021). The interaction between the two factors was
also significant (£, , = 12.16, p = 0.02), showing that the effect of depth condition
was different according to whether the observers had to report on only one of the
features (position or color) or both of them. A posteriori ¢-tests (with Bonferroni-
corrected critical a-levels) between the depth conditions, when both features were to be
retained, revealed a significant difference between the ‘no-interposition/zero-disparity’
condition and the ‘interposition/zero-disparity’ condition (z; = 4.05, p = 0.01); and a
significant difference between the ‘interposition/zero-disparity’ and ‘interposition and
disparity’ conditions (5 = 7.07, p < 0.001) as well as a significant difference between
the ‘no-interposition/zero-disparity’ and ‘interposition and disparity’ conditions (z; = 5.95,
p =0.002).

From these results it seems clear that depth differences, whether disparity-induced
or induced with pictorial depth cues interfere with the object-formation process. A likely
reason for this is that a stage of surface assignment, which is sensitive to the depth cues,
precedes the processing level at which object formation can take place, which means that
the induced depth prevents successful object formation.
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3 Experiment 2: Color by color

Before proceeding further, a potentially important caveat must be acknowledged in
relation to the results of experiment 1. It is quite possible that response confusion
could have had an effect on the results (see for example Magnussen et al 1996). In the
previous experiment, when only one feature was to be remembered, only one type of
response was required within each block of trials—position or color. When both fea-
tures were to be remembered, two types of responses were required within a block,
and observers did not know from one trial to the next what type of response would be
required on the next trial. Such differences between conditions can, of course, lead to
considerable confusion between the two different types of responses (but note that
an explanation along those lines would not explain why there is a difference between
performance on the three different depth conditions on the two feature-type trials since
the potential response confusion is equivalent across the three depth conditions).
Nevertheless, to find out the potential effects of response confusion in this paradigm,
a similar experiment to experiment 1, albeit where issues of response confusion could
be avoided, was conducted.

3.1 Methods

In the second experiment, only one type of response (a 4-way color discrimination)
was required. The objects used in this experiment were similar to those used in experi-
ment 1, except that the disk in each case was also of one of the four colors used in
experiment 1. The only response type that was required, then, was color. The post-cue
indicated whether the observers were supposed to report the color of the disk or of
the square. If the observers were to report the color of the square, the post-cue was a
gray square, while the cue was a gray circle if the color of the disk was to be reported.
Two conditions were compared, one where observers only needed to remember the
color of either the square or the disk, and one in which the observers needed to
remember both colors. Each of the six observers participated in 400 trials; 100 where
only the color of the disk needed to be remembered; 100 where only the color of the
square had to be remembered; and 2 blocks of 100 trials where the color of both parts
of the object needed to be remembered. The 4 blocks were run in counterbalanced
order between the subjects. In all other respects, methods were similar to those in the
preceding experiment.

3.2 Results and discussion

Figure 3 shows the results of experiment 2, which were overall similar to those of
experiment 1. When the colors of both parts of the potential object had to be remem-
bered, induced depth disrupted performance to a similar degree as in experiment 1.
On the other hand, when only the color of either the disk or the square had to be
remembered within a given block there were no differences in performance between the
three depth conditions. The main conclusions of experiment 1 are therefore still valid,
even when effects of response confusion have been ruled out: depth differences between
the two parts of the objects used here interfere with the retention of the colors of those
parts, strongly suggesting that object formation can only take place after a stage
responsive to the depth cues tested here, a likely candidate being a stage of surface
analysis (Driver and Baylis 1995; Marr 1982; Nakayama et al 1995). As in experiment 1,
interposition and disparity contributed separately to the observed results, since perfor-
mance is worst when both are present in the stimulus (although it must be admitted
that no attempt was made to unconfound the two).

A 2 (report on color of both square and disk or only one or the other within a block)
by 3 (the three depth conditions) repeated-measures ANOVA revealed a significant
main effect of depth condition (£, =11.9, p =0.014) as well as a significant main
effect of report condition (£ 5 = 2823.8, p < 0.001). The interaction between the two
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factors was also significant (F, , = 8.17, p = 0.039), showing that the effect of depth
condition differed depending on whether the observers had to report on only one of
the colors (square or disk) or both of them. As in experiment 1, a posteriori ¢-tests
(again with Bonferroni-corrected critical o-levels) between the three depth conditions,
when both features were to be retained, revealed a significant difference between the
‘no-interposition/zero-disparity’ condition and the ‘interposition/zero-disparity’ condition
(ts =3.06, p=0.028); and a significant difference between the ‘interposition/zero-
disparity’ and ‘interposition and disparity’ conditions (z; = 3.959, p = 0.011), as well as
a significant difference between the ‘no-interposition/zero-disparity’ and ‘interposition
and disparity’ conditions (¢; = 5.77, p = 0.002).

The results of experiment 2 have, potentially, some further interesting implications.
As described in the introduction, Luck and Vogel (1997; see also Vogel et al 2001)
reported that color-by-color conjunctions on the same object were just as easy to retain
in VSTM as conjunctions from different dimensions, as, for example, shape and color.
This result accorded well with their conjecture that objects rather than features were
the fundamental units of VSTM, since there seemed to be no within-feature interfer-
ence in their change-detection task. This result has not escaped controversy, however
(see eg Olsson and Jiang 2002; Wheeler and Treisman 2002; Xu 2002a; but see Vogel
et al 2001 for some responses to these criticisms). The results of experiment 2 here are
relevant in that, contrary to Luck and Vogel’s result, remembering two colors was a lot
more difficult than remembering only one, even when there was no apparent depth
difference between the different parts of the objects, in seeming contrast to Luck and
Vogel’s result.®

It is important to note, however, that the stimuli used in experiment 2 were quite
different from the ones used by Luck and Vogel to establish this potentially very
important result, since they used two colored squares, a large one and a small one,
where the whole extent of the small one was embedded within the confines of the large
one. Luck and Vogel (1997) showed that the relations between the two parts of the object
can have important consequences for VSTM performance. Furthermore, the results of
Xu (2002a, 2002b) revealed important constraints on what can count as an object
for VSTM. Any arbitrary relation between two parts does not seem to be sufficient for

® Note, however, that the post-cue procedure used here is, of course, in many ways quite dissimilar
to the change-detection procedure used in their study.
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successful object formation. To test whether the fact that one part of the object was
not embedded within the other part of the object would explain the discrepancy
between the results of experiment 2 and the findings of Luck and Vogel (with respect
to the within-color interference), performance was tested with stimuli similar to the
ones used by Luck and Vogel (1997) where each object consisted of two squares;
a small square completely located within the confines of a second larger one. Two depth
conditions were compared: the ‘disparity’ condition where the smaller square appeared
to hover in front of the larger square and the ‘zero-disparity’ condition where there
was zero disparity between the two squares. One added benefit of trying this new
version of the stimuli was that this could help generalize the findings regarding the
depth manipulations of the current paper to new circumstances.

4 Experiment 3: Stimuli conducive to successful object formation

In experiment 3, performance was tested on a VSTM task with objects consisting of
color-by-color conjunctions similar to those used by Luck and Vogel (1997). There were
three main reasons for this:

(1) To find out whether a paradigm more similar to Luck and Vogel’s would result in
a similar pattern to the one that was observed in experiment 2, where color-by-color con-
junctions were very hard to retain in VSTM, even in a ‘no-interposition/zero-disparity’
condition. Wolfe et al (1994; see also Wolfe et al 1990) showed that the degree to which
one part of an object is embedded within another part of the same object can affect
search times in a visual-search task, such that the search was easiest when one part
of the object was within the confines of the other part. It is therefore quite possible
that the stimuli used by Luck and Vogel (a small square within the confines of a larger
one) will be more conducive to object-based processing for VSTM than the ones used
in experiment 2 in this paper. This might then explain why considerable within-feature
interference was observed in experiment 2. There, color-by-color conjunctions, when
observers had to remember both colors, had a devastating effect on performance, for
the most part irrespective of depth condition, although performance was even worse
when apparent-depth differences were induced. This detrimental effect of having to
remember both parts of an object was more pronounced in experiment 2 than in
experiment 1, where the two features were position and color, even though it is quite
possible that response confusion played a large role in the detrimental effect of having
to remember two features in the first experiment, as explained above.

(i1) To investigate whether objects more conducive to object formation (Luck and Vogel
1997; Wolfe et al 1990, 1994) would not suffer as much from the disparity-induced depth
differences as those stimuli that might not be as conducive to object-based encoding
(see Xu 2002a, 2002b).

(iii) To attempt to find more evidence for the effects of apparent-depth differences
on VSTM, thus obtaining more experimental support for the modulatory influence of
surface assignment on VSTM performance.

4.1 Methods

In experiment 3 the stimuli were similar to those used by Luck and Vogel (1997; see also
Vogel et al 2001; Wheeler and Treisman 2002), where a small square was embedded
within a larger one. The two squares comprising each of the 4 stimuli were of different
colors on each trial. Unlike in the previous two experiments there were only two depth
conditions in this experiment, ‘zero-disparity’, and ‘disparity-induced depth’. Interposi-
tion was present in both cases. The length of each side of the larger square was
4.7 deg while each of the sides of the smaller square was 3.35 deg. In the three blocked
conditions, observers were supposed to remember the color of the small square only,
the large square only, or the color of both squares (where the observers did not know
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which square was the one whose color was to be reported until the post-cue appeared).
The four colors used were the same as those used in the previous experiments. In the
‘zero-disparity’ condition the large and the small square appeared to be at the same
depth (except for that imposed by the pictorial depth cue of interposition) while in the
‘disparity’ condition the disparity between the two smaller squares was 18.8 min (as in
the previous two experiments) so that when the stimuli were fused with the stereo-
scope, the smaller square seemed to hover in front of the larger square. On each trial
there were 2 items from each disparity condition (4 in total). The post-cue was a gray
square that was presented so that it was slightly peripheral to the mask (the masks
appeared where the 4 items were before, as in the previous experiments; see figure 1);
if the cue was a large gray square the observers had to report the color of the larger
square, while a small gray square indicated that the color of the small square within
the larger one should be reported. In all other respects the methods were similar to
what was described for the previous two experiments.

As before, six naive observers participated in the experiment and underwent a test for
intact stereovision and performed at ceiling, meaning that their stereoscopic acuity was
normal, or higher. Each observer participated in 400 trials in all; 100 trials where they
had to remember the color of the small square, 100 where the color of the larger square
was to be remembered, and 200 trials where the color of both squares had to be remem-
bered. The run order of the 4 blocks of 100 trials was counterbalanced across subjects.

4.2 Results and discussion

There are three issues regarding the results of the third experiment that I wish to
highlight (see figure 4). First, the results again show the detrimental effect of disparity-
induced depth differences between different parts of an object on VSTM performance
seen in the first two experiments in this paper (compare the two black bars in figure 4).
Second, in the present paradigm these same apparent depth differences actually
improve performance when the color of only one of the parts must be remembered
(compare the two leftmost bars in figure 4). The separation in depth seems, then, to
result in less between-part confusion than the no-disparity condition. This may mean

100
¥ ~_Two different colors:
4—— red, green, yellow,
or blue
90 1
zero disparity between

o 8071 small and large square
E disparity-induced depth difference
g between small and large square
270 4
3
=
o
“ 604

50

40

one color both colors
Colors to be remembered

Figure 4. The results of experiment 3: the mean percent-correct scores for the six observers for
each condition of the experiment—whether observers had to remember the color of only one of
the two squares comprising each object, or the colors of both squares, and what the disparity
condition was on each trial (the different brightness levels of the bars). The error bars show the
standard error of the mean.
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that the object-formation process in this case is at least partly automatic, when circum-
stances are conducive to that, as they appear to be in the zero-disparity condition,
resulting in more within-object confusion about which color to report, even though object
formation is not really ‘needed’ in order to perform the task well. In other words, the
disparity separation may have helped observers to ignore the irrelevant square on
each trial.®)

A 2 (report on color of both the small square and the large square, or only one
or the other within a block) by 2 (‘disparity’ or ‘zero-disparity’) repeated-measures
ANOVA revealed a significant main effect of report condition (£ 5 = 85.36, p = 0.001)
as well as a significant main effect of disparity condition (F} 5 =41.9, p = 0.001). The
interaction between the two factors was not quite significant (£, , = 4.57, p = 0.085)
although the trend was clearly in that direction. In fact, an a posteriori ¢-test (again
with Bonferroni-corrected critical o-levels) between the two depth conditions for the
single-color report condition only, showed a quite significant difference between the two
(ts =3.47, p=0.018) supporting the claim above, that the disparity-induced depth
differences aided performance when observers only had to remember the color of
one of the two squares. A similar a posteriori #-test between the two disparity condi-
tions for the ‘report color of both’ condition also revealed a significant main effect of
depth condition (z; = 4.41, p = 0.007) but here, of course, the effect was in the opposite
direction in that non-zero disparity harmed performance.

The third interesting point regarding the results from experiment 3 is that they are
seemingly inconsistent with the results of Luck and Vogel (1997; see also Vogel et al
2001), where they found no cost difference of using the same feature (color) on their
change-detection task as compared to when the two features to be reported were from
different dimensions.® According to our results, there was a large additional cost
of having to remember the two colors as compared to when only one color was to
be remembered. This was the case both when the two objects were in the same
depth plane as when they were separated in depth by disparity. The condition where
there were no depth differences is directly comparable to the stimuli that Luck and
Vogel used, except that in their experiment they used a change-detection paradigm,
rather than asking observers directly about what they had seen as is done here. It is,
of course, quite possible that the discrepancy between the results can be explained by
this difference in the two procedures, but such an explanation would also have to
explain in what way the present paradigm does not test VSTM performance. The
results are, on the other hand, in line with what has been reported by Olsson and Jiang
(2002), Wheeler and Treisman (2002), and Xu (2002a) who in all cases used the change-
detection procedure favored by Luck and Vogel (1997). Here this result is observed in a
different experimental paradigm from the change-detection paradigm used in those
studies, which further generalizes the finding of within-feature interference for VSTM.
As mentioned before, it is by no means certain that retaining objects in memory is
the best strategy for change detection rather than just monitoring changes in each case,
while it is clearly a requirement in the paradigm used here, so it is possible that the
current results constitute even stronger evidence for within-feature interference on a
VSTM task than previously obtained with the change-detection paradigm.

The results also show that the within-feature interference found in experiment 2 is
not explained by a putative difficulty observers had with forming objects out of those
stimuli, since this same interference is clearly present in the current experiment.

) Note that observers did about as well on the task for the small and large squares so the data were
pooled over the two sizes.

©® Note that the experimental procedure used here involving a post-cue and mask is different from that
used by Luck and Vogel (1997) so this should not be considered a non-replication of their results.
Nevertheless, their argument would certainly have predicted a different result than was observed.
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This result is problematic for a strong version of the ‘objects as units for VSTM’
hypothesis, which states that there should be no within-feature interference as long as
the things to be remembered are within the confines of the same object (see Olsson and
Jiang 2002 for a detailed discussion of this issue). It should, of course, be noted that
considerable controversy has arisen over the Luck and Vogel claim of no within-feature
interference, and some researchers have reported results that directly contradict the
original results of Luck and Vogel (Olsson and Jiang 2002; Wheeler and Treisman
2002; Xu 2002a; but see also Vogel et al 2001), as has been discussed at length previously
in this article.

5 General discussion

To summarize, the results in this paper show, for the first time, that there are large
detrimental effects of apparent-depth differences on VSTM when both features of the
objects must be remembered. Experiment 3 also revealed that these same depth differ-
ences can actually improve VSTM when only one feature must be remembered. It
seems, then, that the depth differences interfere with object formation, resulting in
much worse performance when both features of an object must be remembered. It also
seems that, when two depth cues are combined (disparity and interposition), this detri-
mental effect is more pronounced than when only interposition is present. In other
words, the two manipulations may contribute separately to the observed pattern of
results. It is, of course, possible that disparity accounts for all the effects, when it is
used, but the present data cannot address this question, since no attempt was made
to ‘unconfound’ disparity and interposition in the experimental design used here.

The fact that performance on the single-feature condition in experiment 3 was
better under the disparity condition than the no-disparity condition suggests that the
object-formation process is in some sense automatic, since the two squares seemingly
cannot be ‘kept apart’, and making objects out of the items to be remembered can
actually harm performance when the color of only one of the squares must be retained.
This result is in agreement with the object-based accounts of VSTM (Luck and Vogel),
but the fact that there was also considerable within-feature interference (for color) is
more supportive of the ‘weak’ object hypothesis of Olsson and Jiang (2002).

This is not the first example in the literature of how the different parts of a figure
are less well retained if they are harder to define as a unitary perceptual object. Xu
(2002b) has reported results that are consistent with the results here, showing that the
benefits of object-based encoding of stimuli for a VSTM task are strongly modulated
by the nature of the relations between the different parts of the objects to be remem-
bered. For example, objects that have a point of negative minimum of curvature (see
Kristjansson and Tse 2001) between their parts are retained less well than objects that
do not; and the same applies to objects containing parts separated into figure and
ground (Xu 2002c; see also Xu 2002a). The present results add to these findings in that
they show how inferred depth relations between objects influence how well objects can
be grouped and retained in visual memory.

In light of the results of the three experiments presented here, I want to propose
that the object-formation process follows a stage of surface assignment, which is in line
with the conjecture of Wheeler and Treisman (2002) that the object-formation process
is effortful, requiring attention, and that attention is also required to retain such a
representation over time. Consistent with this, previous reports have indicated that
attentional effects can only occur after a stage of surface assignment (see, for example,
Driver and Vuilleumier 2001; Nakayama et al 1995), or what some have termed ‘mid-
level vision’ (Marr 1982; Nakayama et al 1995). A potentially related finding is the
finding of Vogel et al (in press), who showed that grouped items are remembered better
than ungrouped ones in a VSTM task, demonstrating the importance of mid-level visual
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processes such as perceptual organization for VSTM performance, as does the study
of Xu and Nakayama (2003) who showed that placing objects in different depth planes
improves VSTM performance. It is, however, interesting that Xu and Nakayama
(2003) reported that the benefits of depth were not due to perceptual grouping, and
ruled this out on the basis of experiments where objects in the same depth plane did
not benefit, in terms of VSTM performance, from being grouped by similarity; which
seemingly contradicts the findings of Vogel et al (in press).

It is also of note that in the current studies brief masked displays with a post-cue
were used, whereas most of the previous results depended upon experiments where
the primary task was change detection, not retention of the presented stimuli as such.
It is not certain that the most effective strategy for performing well in the change-
detection task is to try to remember what was presented rather than detecting a
change (identifying the change was commonly not required in these tasks). This fact
is, perhaps, especially important in light of the current debate on whether there is
within-feature interference in object-based VSTM, since the current results generalize
the finding of within-feature interference beyond the change-detection paradigm.

5.1 Two stages of VSTM?

Wheeler and Treisman (2002) have, as mentioned above, argued that the object-forma-
tion process is effortful, requiring attentional resources, and that the maintenance of
objects in VSTM is effortful as well. In light of this, it is quite possible that the present
experiments probed VSTM performance at two different levels. In one case, VSTM
may operate on unified objects. The disparity and interposition manipulations used in
the present experiments would then adversely affect this stage. Disparity-induced depth
differences make object formation harder. This object-based stage is effortful, requiring
attentional resources to bind object representations together and maintain them in
memory (Jiang et al 2000; Wheeler and Treisman 2002).

Wheeler and Treisman also argued for the existence of a memory process that
does not operate on objects. This is, most likely, an earlier stage of perceptual memory
more tied to the operation of relatively early visual areas (Allport 1971; Magnussen
and Greenlee 1999; Tanaka and Sagi 1998). Decay of the memory trace in this system
is relative slow; probably a lot slower than that of an object-based memory trace,
even up to 15 to 30 ms (Magnussen et al 1990; Tanaka and Sagi 1998). This perceptual
memory may not require attentional resources (at least not to the same degree as
the object-based one), so the memory capacity is mainly limited by the capacity of
each processing module. Thus, it has finite within-feature capacity, as suggested by
Wheeler and Treisman (2002). Results consistent with this have also been reported
by Magnussen and colleagues (Magnussen et al 1991, 1996; Magnussen and Greenlee
1999). They argued that these ‘lower-level’ memory traces could be related to what Tulving
and Schachter called the “perceptual representation system” (Schachter and Tulving 1994;
Tulving and Schachter 1990). Importantly, there is good evidence that on some memory
tasks when only single features are to be retained, involving simple stimuli such as Gabor
patches, observers perform better than they think they do. For example Magnussen
et al (1990) presented two Gabor patches at two different times with a variable interval
between the two to their observers. The task of the observers was to judge which of
the Gabor patches had the higher spatial frequency, which effectively means that they
had to retain the first Gabor patch in memory and compare it with the second one.
Observers were able to do this quite well even with long delays, such as 10 to 30 s,
and interestingly did quite well even when they felt that they were simply guessing.
This indicates that a memory trace may remain in early visual areas that aids perfor-
mance, even though it is not directly available for conscious processing (see Magnussen
and Greenlee 1999 for a thorough discussion of the issues involved). Such memory
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mechanisms may be related to priming effects in vision (Kristjansson et al 2002; see
Kristjansson, in press, for a review) as well as implicit learning in attention shifts
(discussed, for example, in Kristjansson et al 2001; Kristjansson and Nakayama 2003;
and in Nakayama et al 2004).

Furthermore, Tanaka and Sagi (1998) reported that a near-threshold Gabor patch
left a memory trace that facilitated contrast sensitivity for up to 16 s. They hypothesized
that the locus of this memory trace was the primary visual cortex, suggesting the
existence of a memory mechanism tied to early visual processing at the cortical level.
I want to propose here that performance on the tasks in the experiments here is partly
mediated by these lower-level memory traces (in this case possibly tied to the opera-
tion of color-sensitive areas of the temporal lobe—Bartels and Zeki 2000; Hadjikhani
et al 1998), whereas, if performance on the ‘both-features’ tasks in the current experi-
ments is to be good, objects must be formed to ease retention, but this is strongly
interfered with in-depth manipulations that I have used here. Such a conception
of VSTM fits well with the finding of Alvarez and Cavanagh (2004) who reported a
near-perfect correlation between the total amount of information load measured by
visual-search slopes (or, in other words, search rate) of different types of objects and
observers VSTM capacity for these items as measured by a change-detection task. This
means that memory capacity is variable; depending on the stimulus dimension in each
case. But Alvarez and Cavanagh also seemingly found an upper limit of 4 to 5 objects
for VSTM independent of information content. In fact, they argued that their results
might very well reflect that there are independent memory stores for different features,
which is certainly an explanation along the lines that I have been presenting here, if
one assumes that visual memory is partly based on activity in early-level visual areas
which are modular, with distinct areas operating on different aspects of each visual
stimulus.

These conclusions are undeniably speculative. Whether a dichotomous conception
of VSTM like the one that I present here is an accurate representation of reality, and
is indeed the reason why the present results were obtained, remains to be seen, but
seems at present to be the most parsimonious account for the data. Further experi-
mentation may, however, be necessary for more concrete conclusions on this issue.

6 Conclusions

I have presented the results from three experiments that have demonstrated strong
modulatory influences of surface assignment with binocular and pictorial depth cues
on the process of object formation for visual short-term memory. I propose that per-
formance on visual short-term memory tasks probably reflects the operation of two
distinct stages of visual processing: an early level tied to the operation of early visual
areas and a later stage that operates on unified objects that are assembled through
the operation of visual attention along the lines of the one proposed by Wheeler and
Treisman (2002). It is this second, higher-level stage, that is influenced by the depth
manipulations between the parts of objects, imposed in the current experiments.
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